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What 1s High Level Synthesis (HLS)?
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What 1s High Level Synthesis (HLS)?

© wiRsEDa v,

An automated design process from an algorithmic description
to a hardware that implements the algorithm
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Scheduling and Binding

= Two major steps in High-Level Synthesis
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HLS for Approximate Computing?

* Too complex for manual approximate circuit design

* Large circuit scale

* Manual control of the design parameters and specifications is
difficult

= There is not still a well-established methodology for
automated construction of approximate systems and
circuits

= Mechanisms to pass application intent to physical
implementation flow need to be developed *

*Swann, Gavin, Martha Prevezer, and David Stout. The dynamics of industrial clustering:
International comparisons in computing and biotechnology. Oxford University Press, 1998.
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= Problem Formulation
* Inputs and Outputs
* Error Control - the constraints
* Energy Consumption - the objective
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Problem Formulation - Inputs and Outputs

°

© wiRsEDa LI

= [nputs
* Data Flow Graph (DFG)

* Different implementations of functional units (FU) with
various design specifications (power, accuracy, area, etc.)

= QOutputs
A scheduled DFG where each operation is specified with an
accurate or approximate FU implementation D A B C
Y\ X
Power Error Step-1 \
Area  Delay | Power(mW) Error X
(wm?) (nm)|Dynamic Leakage |Prob. Mean Max Var.
. Step-2
Precise 41 10 28 18 - - - -
App | AP L 22 8 20 14 | 015 3.5% 57.14% 42 » E Y
Appr.2 24 8 16 14 | 02 45% 57.14% 6833 Sten-3
Appr.3 14 6 10 10 | 023 6.0% 57.14% 10905 p
Precise 710 22 122 83 - - - - VE VF
DFG MUL | appr. 468 14 68 82 | 0.81 332% 2222% 43x10° A scheduled DFG
scneqauie
FU implementations with determined FU
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Problem Formulation - Constraints
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Problem Formulation - Objective

* Minimize the energy consumption
* Dynamic power Pg,,

* Leakage power P, - dominated by resource usage

Energy consumption for
the ADD FU:

deX1+PlkX3

! !

Dynamic Leakage
Energy Energy
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Brief Summary
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= Traditional HLS vs. HLS for Approximate Computing
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Brief Summary
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= Traditional HLS vs. HLS for Approximate Computing

Error Constraints
Latency Latency

DFG DFG

Approximate FUs

HLS for

Traditional .
Approximate

HLS

Computing

Scheduled DFG Scheduled DFG Approximate
. FU allocation

The Dimension of the HLS solution space

grows from n to n+1
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= EACH: An Energy-Efficient Approximate Computing High-
Level Synthesis Framework
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= EACH: An Energy-Efficient Approximate Computing High-
Level Synthesis Framework

e Initial Solution: Functional Unit Allocation
* Optimization: Operation Scheduling
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Overall Flow of EACH

| DFG, approximate FUs, error constraint

. Error analyze
1. Pre-processing T
Initial mobility allocation ( in Section V)
& initial scheduling

Error constraint table, initial operation scheduling

2. FU Allocation : Resource usage aware FU allocation

Initial Solution ~TTTTTTT “DFG with allocated FU
Mobility allocation update
- v
3' SChedU I I ng - Operation Scheduling &
Opti mization FU allocation adjustment
| scheduled DFG with allocated FUs
4. Bindi ng Interconnect-aware
FU and register binding

Scheduled and bounded DFG with FUs
RTL generation

l RTL VHDL
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= EACH: An Energy-Efficient Approximate Computing High-
Level Synthesis Framework

e Initial Solution: Functional Unit Allocation
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Functional Unit (FU) Allocation

= QObjective - Use approximate FUs as many as possible under
error constraints to minimize energy

= Previous Work and Motivating Example
* The Multiple-choice Multiple-dimension Knapsack (MMKP)
* Resource sharing is ignored - increased leakage energy

Resource : 5 FUS

Resource : 2 FUS
' Precise X1

Precise X 2

Flx1
2
Energy: 11?5 % é
Y. Leakage + X
+ Energy:
Y.Dynamic Y.Leakage +
=276 Y.Dynamic
= 310

Solution with all precise FUs Knapsack solution



Functional Unit (FU) Allocation

= QObjective - Use approximate FUs as many as possible under
error constraints to minimize energy

* Previous Work and Motivating Example
* The Multiple-choice Multiple-dimension Knapsack (MMKP)
* Resource sharing is ignored - increased leakage energy
* Not to increase the number of FUs - binding aware

Resource : 3 FUSs
Precise X 1

Resource : 5 FUS
Precise X1

Flx1 Flx1
F2 x1 F2 x 1
F3x2 E2x2
Energy: Energy:
Y Leakage + YLeakage+
Y:Dynamic Y:Dynamic
=310 = 266

Knapsack solution Binding aware solution with lower energy



Functional Unit (FU) Allocation

= Proposal - to guarantee that the FU usage does not
increase and the energy strictly reduces

00 00

Critical @ @ @ a @G @ 9

Control 0]0]0) OO0

steps @0 @ —-—----------c------ T T T

1. Collect critical » 2. Strong Replacement » 3. Weak Replacement
control steps In each critical control Reuse the newly allocated
The control steps that step, replace one precise FU in 2 to reduce dynamic
have the largest number FU using a new energy

of precise FUs approximate FU
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= EACH: An Energy-Efficient Approximate Computing High-
Level Synthesis Framework

 Initial Solution: Functional Unit Allocation
* Optimization: Operation Scheduling
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Operation Scheduling

= How to perform operation scheduling

* To enable as many approximate FUs are used as possible

* To reduce total FU usage (precise, approximate)
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Operation Scheduling

= Error ratio density and Error Ratio: 1
resource density Error Ratio: 2

* Error ratio: energy reduction
per error of an operation

* Error radio density: the density
of operations with large error ratio

* Resource density: the density of
operations with small error ratio

= Proposal - To uniformly
distribute the variance of error
ratio density and resource
density

Error s{atio: 11
Error Ratio: 7

Appr.ADD X 1 (3,4)
Presice. ADD x1 (1,2)
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= Experimental Results & Conclusion
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Experimental Results

= Linux RedHat with 2.8GHz CPU and 8GB memory, C language

= Error constraints are set to allow the approximate outputs
be 3% to 10% different from the accurate values

* A commensurate error tolerance range for image processing
applications

ar |ar2 |ad2| arf | ellip | ewf | fft | fir |mpeg| mvd | rand0 | rand1 | rand2

# of Operations | 28 | 28 | 46 [ 28 | 34 | 34 | 129 | 44 | 53 32 91 157 | 631

Error Variance®* | 30 | 40 {100 20 | 14 | 70 | 120 [ 10 | 100 | 5 9 12 15
Mean Error  [8.3%|6.7%|9.8%(5.9%| 7.5% [ 6.8% | 7.2% | 7.3% | 9.6% | 7.1% | 4.1% | 3.8% | 3.3%
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Experimental Results

= Evaluation of FU allocation - initial solution

* Achieved 11% total energy reduction compared to precise
circuits on average

= Evaluation of scheduling and FU adjustment - optimization
* Achieved another 7% energy reduction from initial solutions

Precise KILS [14] EACH(initial) EACH

test FU Energy FU Energy(W) Time FU Energy(W) FU Energy Time
bench | Nt N *| Total(W) NSLNE’N;’N;NS‘ N7{| Ely Edy Total Cmp|(ms) NJN;LNQ‘I’N;NS‘ N{| Ely Edy Total|]Cmp ]\"Jﬂ'\ffri\fjf\f_.gl’Na‘ Nl Ely Edy Total Cmpj(ms) Cmp

ar 2 5 71.25 2 0 0 2 0 5513 126 634 085 2 1 0 1 0 0 5 ([48 135 6214081 0 1 0 0 5|48 135 621 086] 1 0.5
ar2 2 4 6.34 0o 1 0 2 0 4398 122 520 082 2 0o 0 1 1 0 4387 124 512408140 0 1 1 0 4 (387 1.24 512 081) 2 1.0
ad2 2 4 21.88 2 0 0 1 3 3024894132901 1.33| 26 (2 0 0 0 3 1 [16.88 436 2124409702 0 0 0 3 1 [16.88 436 21.24 097 37 1.42
arf 2 4 71.44 2 0 0 2 0 4537 135 673 09| 2 2 0 0 0 0 4 |504 139 643]4086] 1 1 0 0 0 4400 142 543 073) 2 1.0
ellip [ 2 4 12.23 2 0 0 2 0 41320 223 1543 1.26 2 0 0 0 2 2|878 248 1126409232 0 0 O 2 2 |878 248 11.26 092} 10 33
ewf | 3 2 5.66 1 1 I 3 0 2 |382 084 466 082] 8 1 I 0 1 0 21378 096 4744084 1 0 1 1 0 2 [364 093 457 081 4 05
11t 4 4 16.75 4 1 0 4 1 4113963341730 103|359 |2 1 O 1 0 41009 406 1415008402 0 0 2 0 4998 380 1378 0.82) 23 04

fir 3 3 1067 |3 0 0 0 2 2717 275992 093 3 |2 1 0 0 2 1 |7.15 288 100440941 0 0 2 1 2[536 293 649 061)] 4 13
mpeg | 3 3 13.14 30 0 2 3 0]11.63204 1367 1042953 0 0 0O 2 1 [10.87 218 13.0540.99) 3 0 0 2 1 ]10.87 218 13.05 099288 09
mvd | 3 3 6.15 2 1 0 1 1 3 [429 154 583 095] 3 2 1 0 0 1 2|38 164 5504089] 1 1 1 0 1 2[340 1.67 507 082) 2 0.7
rand0 | 7 6 1413 |5 1 0 7 1 611982531451 1031024 0 2 1 1 5965 288 1253J089)2 0 1 3 1 5 (821 267 1088 07759 0.6
randl | 12 6 19.13 |NA NA NA NA NA NA| NA NA NA NA|NA|9 1 1 12 411247 497 174440910 7 1 0 4 1 5 [10.64 442 1505 0.79] 38 NA
rand2 [ 32 17| 84.88 |[NA NA NA NA NA NA| NA NA NA NA|NA|[19 1 1 11 4 135324 1746 70710083014 5 6 7 2 15]41.62 20.66 62.28 0.73 | 185 NA
AVR 0.98 0.89 0.82 0.89

*KILS: Li, Chaofan, et al. Joint precision optimization and high level synthesis for approximate computing. DAC, 2015
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Conclusion
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= A Framework of High-Level Synthesis for Approximate
Computing

= Two sub-problems:

* FU allocation - initial solution
* Operation Scheduling and FU allocation adjustment -
optimization

= Total 18% energy reduction is achieved, while previous work KILS
achieves 2% in average
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